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A B S T R A C T

Millions of Internet of Thing (IoT) devices have been widely deployed to support applications such as smart
city, industrial Internet, and smart transportation. These IoT devices periodically upload their collected data
and reconfigure themselves to adapt to the dynamic environment. Both operations are resource consuming
for low-end IoT devices. An edge computing enabled unmanned aerial vehicle (UAV) is proposed to fly
over to collect data and complete reconfiguration computing tasks from IoT devices. Distinct from most
existing work, this paper focuses on flight speed scheduling that allocates proper flight speed to minimize
the energy consumption of the UAV with a practical energy model, under the constraints of individual task
execution deadlines and communication ranges. We formulate the Energy-Efficient flight Speed Scheduling
(EESS) problem, and devise a novel diagram to visualize and analyze this problem. An optimal energy-efficient
flight speed scheduling (Offspeeding) algorithm is then proposed to solve the offline version of the EESS
problem. Utilizing Offspeeding and the optimal properties obtained from the theoretical analysis, an online
heuristic speed scheduling algorithm is developed for more realistic scenarios, where information from IoT
devices keeps unknown until the UAV flies close. Finally, simulation results demonstrate our online heuristic is
near optimal. This research sheds light on a new research direction, e.g., deadline driven UAV speed scheduling
for edge computing with a practical propulsion energy model.
1. Introduction

Millions of Internet of Thing (IoT) devices have been widely de-
ployed to support applications such as smart city, industrial Internet,
and smart transportation. The main task for an IoT device is to collect
data and upload these data for centralized analysis, and the other
important task is to reconfigure themselves to adapt to the dynamic
environment, periodically. However, both operations consume energy.
First, long distance wireless data transmission is quite energy con-
suming; second, reconfiguration involves intensive computing on the
newly collected data. Reconfiguration ensures an IoT device to use a
matching configuration for the dynamic environment, so it is important
to save energy. However, IoT devices are resource limited, usually
lack on-board energy and computing power. Therefore, it is critical to
avoid long distance wireless data transmission and on-board intensive
computing for reconfiguration.

UAV-assisted edge computing is a promising technology, in which a
computational edge node is mounted on a UAV, which is dispatched
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to fly close to each IoT device to perform data collection and re-
configuration computing. As a result, an IoT device waits until the
UAV approaches nearby itself and transmits the collected data, so the
transmission distance is short. At the same time, intensive computing
for reconfiguration no longer performs on the IoT device. Instead, the
mounted edge node conducts the computing as soon as it receives all
the data, and returns the result to the IoT device before the UAV flies
away. In such a way, it reduces the burden of IoT device in respect of
energy consumption. Compared to methods based on traditional ground
base stations and ground mobile sinks, UAV-assisted edge computing is
more flexible due to its high mobility and computing capability, and
hence plays an important role in smart city, industrial internet and
smart transportation.

Instead of deploying IoT devices in an area, we focus on placing
them along a line, which also has lots of applications, such as roads,
water/oil/gas pipes or river coast. An illustration of an application
scenario for this system is given in Fig. 1. In this scenario, a set of
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Fig. 1. An illustration of one application scenario. IoT cameras are deployed along
a highway to collect traffic data. These IoT cameras are assumed to be capable of
self reconfiguration to adapt to the dynamic traffic. However, a good reconfiguration
involves intensive computing on recent data and is deadline driven. An edge-computing
enabled UAV flies over and collects data from cameras at close positions. Reconfigu-
ration results are returned to these cameras from this UAV. How to control the flight
speed to minimize the energy consumption of UAV such that every IoT device has
enough time to upload data and each reconfiguration task is completed by its deadline.

IoT surveillance cameras are deployed along a given highway/road
to monitor traffic and collect interested data, such as the number of
vehicles, types of vehicles, and speeds of them, which can later be used
for smart transportation purposes, e.g., road usage and maintenance,
and driver behavior analysis. These IoT cameras are capable of self
reconfiguration for different traffic situations by changing their sensing
interval and sensing quality settings. However, a good reconfiguration
depends highly on the most recent data to adapt to the dynamic traffic,
i.e., an intensive computing on the recently collected data leads to
a good reconfiguration. Therefore, all the reconfiguration computing
tasks from IoT devicesare deadline driven. Assume the highway/road is
at a remote location where communication infrastructures are lacking,
this work uses an edge-computing enabled UAV to collect data from
the cameras at close positions and then perform the reconfiguration
computing. In this way, energy is saved for the battery powered IoT
cameras.

UAV-assisted edge computing is a current research trend in
academia [1–17], focusing on offloading computing tasks from IoT
devices. Energy is critical for UAVs because of obvious reasons. How-
ever, when considering UAV’s energy consumption, related works in
the literature either ignore propulsion energy [9,10,13,14] or assume a
simple flight energy model [1–3,8,15,16]. According to Zeng et al. [18],
the propulsion energy may occupy up to 95% total energy consumption
of a UAV, a fine-grained propulsion energy model is important to re-
duced energy consumption of it. Researches have demonstrated that the
propulsion power of UAV is mainly affected by its flight speed [5,18–
20], hence it is feasible to reduce UAV’s propulsion energy consumption
via controlling its flight speed. However, simple propulsion energy
model is assumed in related works. For example, some related works [2,
8] assume the flight power is proportional to the flight speed, and some
other related works [3,4] assume the flight power is proportional to the
square of flight speed, both are too simple. We adopt a sophisticated
UAV flight energy consumption model [19], in which a UAV has a most
energy-efficient flight speed, any lower or higher speed consumes more
energy.

In UAV-assisted edge computing, execution deadlines for offloaded
tasks are important. However, some related works [4,19,21–23] do
not take execution time of task into consideration, some other related
works [2,5,9,23] assume simple task execution deadlines, e.g., ev-
ery task shares the same execution deadline. Although the common
deadline assumption can ease the theoretical analysis and simplify
the problem solving procedure, however, the single deadline model
does not explicitly consider execution delay of individual offloaded
task, which is critical for IoT devices. We allow individual computing
deadlines for each offloaded task and minimize the propulsion energy
2

of UAV by adjusting its flight speed, while considering communication
range constraints.

Overall, this paper adopts the most practical flight energy model
and allows individual deadline for each offloaded task execution, mak-
ing our EESS problem quite a challenge to be solved optimally. The
readers can sense such fundamental nature from the following chal-
lenges to our problem. (1) According to our practical propulsion energy
consumption model, a UAV has a most energy-efficient flight speed, any
lower or higher speed consumes more power. It is challenging to choose
a speed in case such most energy-efficient flight speed is not feasible
subject to other constraints. (2) On the one hand, every IoT device must
have enough UAV time in its communication range to upload all data,
so the UAV should fly slow; on the other hand, each reconfiguration
task must be completed by its deadline, so the UAV should fly fast.
The best trade-off must be found. (3) The communication ranges of
IoT devices may overlap each other and the UAV collects data from
one device at a time. As a result, every IoT device competes for UAV
time to deliver its own data. Moreover, each device has a different
amount of data to transmit and a different communication range size,
such competition is rather complicated.

The main contributions of this paper are listed as follows:

• A UAV-assisted edge computing system is proposed to collect data
and complete offloaded reconfiguration computation from IoT
devices. We adopt a sophisticated UAV flight energy consumption
model [19], in which a UAV has a most energy-efficient flight
speed, any lower or higher speed consumes more power.

• We make the first attempt to minimize propulsion energy of UAV
by adjusting its flight speed while considering both communi-
cation range constraints and individual computing deadlines for
each offloaded task. We then formulate the energy efficient flight
speed scheduling (EESS) problem.

• A novel diagram is devised to visualize the EESS problem in
a simple and appealing way. Using the visualization diagram,
an optimal energy-efficient flight speed scheduling (Offspeeding)
algorithm is proposed, which is theoretically proved to optimally
solve the offline EESS problem.

• Based on optimality properties obtained from the theoretical
analysis for Offspeeding, a heuristic online algorithm is developed
for more realistic scenarios, where information of an IoT device
keeps unknown until the UAV flies close. Simulation results also
show that our online heuristic is near optimal. This research sheds
light on a new research direction, deadline driven UAV speed
scheduling for edge computing with a practical propulsion energy
model.

The rest of the paper is organized as follows. Section 2 introduces
works about UAV-assisted edge computing system and energy saving
strategies of UAV. Section 3 proposes the system model and formulates
the EESS problem. A novel graphical virtualization method and some
optimality properties are introduced in Section 4. Sections 5 and 6
solve the offline version of EESS problem. Section 7 solves the online
EESS problem. Finally, simulation results are given in Section 8, and
conclusions are drawn in Section 9.

2. Related works

In this section, we introduce recent works about UAV-assisted edge
computing and UAV’s energy saving strategies.

2.1. UAV-assisted edge computing

UAV-assisted edge computing is a promising technology to offload
the burden from IoT devices. Yong et al. [18] investigated several
works about UAV-assisted wireless network, and believed that UAV
mounted edge node is a feasible method to offload IoT devices’ task,
especially for real-time computing task. Jeong et al. [6] considered
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UAV as a mobile cloudlet to assist ground IoT devices completing
their computing tasks. They proposed an optimization model that
jointly combined UAV’s trajectory and offloading strategy together
to minimize the energy consumption of UAV and ground users. Hu
et al. [7] set the edge-computing enabled UAV to compute the task
offloaded from ground users. Different from previous works [6], Hu
et al. [7] assumed all tasks uploaded by users were time sensitive, and
each task had its own deadline. Cao et al. [8] developed a cellular-
connected UAV mobile edge computing systems where the UAV was
served by terrestrial base station (TBS) for computation offloading.
A resource partitioning strategy was proposed to minimize the UAV
energy consumption by jointly optimizing resource partitioning, UAV
trajectory and bit allocation. Hu et al. [9] equipped the computation
server on UAV to help user equipment (UE) complete their task. A
joint optimization problem was formulated to minimize total energy
consumption of UAV and UEs under the bandwidth constraints. Zhou
et al. [24] also applied the UAV-enabled MEC power system in IoT and
WPT (wireless power transfer) technology was used in their work to
provide continuous power for UAV to maximize the communication
rate.

Above works discuss the UAV-assisted edge computing system in
the single-UAV scenario, and there are also a few works focusing on
UAV-assisted edge computing system in multi-UAV scenario. Zhang
et al. [10] deployed a large swarm of UAVs to enlarge coverage area of
IoT devices effectively. UAVs in this work were divided into two layers,
where the lower layer were rotor-crafts that flew in lower altitude
to serve ground users directly, and the higher layer were fixed-wing
UAVs that sent command to lower-layer UAVs. Wang et al. [25] also
established a multi-UAV enabled system where a number of UAVs were
deployed as flying edge clouds to serve a large scale of users. They
proposed a joint optimization problem that considered the number of
UAVs and their locations, and decided whether ground users had to
offload the task to UAVs.

However, most of these works focus on offloading overwhelming
collecting data by the IoT device, and seldom of them concentrating
on data reconfiguration of them.

2.2. Energy saving strategies of UAV

Energy saving is another important factor for UAV, for most UAVs
are motivated by batteries, and their working time is fundamentally
limited by its on-board energy. There are also some works focusing on
reducing the energy consumption of UAV. Franco et al. [26] proposed
a path planning strategy that covered all the points in a given area by
using UAVs. They presented an energy-aware path planning algorithm
that minimized consumption while satisfying coverage and resolution
constraints. Mazaffari et al. [27] deployed several UAVs in IoT network
to collect data from IoT devices. They enabled the uplink reliable
communication for IoT devices by minimizing the total transmit energy
consumption of UAV. Yong et al. [28] presented an energy consumption
model for rotary-wing UAV, including propulsion energy and com-
munication related energy. Based on the model, they minimized the
energy consumption of UAV by jointly optimizing UAV’s trajectory
and network throughput. Alzenad et al. [29] used UAV mounted base
station to serve the ground IoT devices in 3-D scenarios, which both
considered vertical and horizontal dimensions. They aimed to maximize
the number of covered IoT devices by minimizing the transmit power
of UAV. Trotta et al. [30] proposed a network architecture where UAVs
were dispatched to perform city-scale video monitoring for PoI (Point
of interest). To prolong the working time of UAV, they set charging
station on the top of bus, therefore the UAV could land on the bus to
charge their batteries.

Since propulsion power occupies most power consumption of UAV
and is mainly affected by its flight speed, there are also a few works
focusing on minimizing propulsion power by optimizing the flight
3

speed of UAV. Yong et al. [19] proposed an energy consumption model
for fixed-wings UAV, indicating that flight speed largely affects the
propulsion power of UAV. According to this model, they minimized the
energy consumption of UAV by finding out the proper flight speed in
each time slot. Eom et al. [21] investigated a wireless communication
system where the UAV completed tasks transmitted for multiple IoT
devices. They aimed to minimize the propulsion power under the
constraints of maximum battery storage of ground IoT devices. Xu
et al. [22] combined WPT technology to prolong the working time
of UAV, while minimizing the propulsion power of it at the same
time. They first considered the situation without maximum flight speed
constraint, and then added speed constraints into consideration.

However, these works mainly focus on saving UAV’s energy by opti-
mizing the air-to-ground communication channel between the UAV and
IoT devices, and do not take tasks’ computing time into consideration.
Besides, these works only achieve the heuristic or approximate solution,
but not the optimal result.

2.3. Energy efficient UAV-assisted edge computing

There are also a few related works concentrating on the energy
consumption of the UAV and IoT devices [1–5,9]. Yu et al. [1] pro-
posed a novel UAV-enabled edge computing system containing the UAV
and edge clouds (ECs) to collaboratively provide MEC serves to IoT
devices. They formulated an optimization problem to minimize UAV’s
energy consumption by considering UAV’s location and task allocation.
Zhang et al. [2] presented a novel optimization problem that aimed
to minimize the total energy consumption including communication
energy, computation energy and UAV’s flight energy. Zhang et al. [4]
proposed a UAV-assisted mobile edge computing system with stochastic
computing task model, which aimed to minimize the average weighted
energy consumption of sensors and the UAV. Li et al. [5] studied a UAV-
assisted mobile edge computing scenario to optimize the computation
offloading by minimizing the energy consumption of UAV. Hu et al. [9]
aimed to minimize the total energy consumption of the UAV and UEs
under the deadline and UAV’s trajectory constraints. Liu et al. [23]
investigated a UAV-enabled wireless MEC system where an energy
transmit server and a MEC server were mounted on UAV. This work
aimed to minimize the total required energy by jointly optimizing the
CPU frequencies, the offloading amount, transmit power and UAV’s
trajectory.

However, most of these works have the same deadline for each task,
which is not practical in realistic scenario. In this work, we define
individual deadline for each task, and attempt to find the minimum
energy consumption of UAV.

Overall, most UAV-assisted edge computing systems lack a fine-
grained propulsion energy consumption model. Few works focusing
on reducing propulsion energy neither take tasks’ computing time into
consideration or achieve the optimal result. On this basis, we propose
an optimal energy-efficient flight speed scheduling algorithm to solve
the problem discussed above.

3. System model and problem formulation

3.1. Network model

We consider 𝑚 IoT devices are deployed along a line to monitor
the environment, denoted as 𝑀 = {𝑆𝑛1, 𝑆𝑛2,⋯ , 𝑆𝑛𝑚}, which has lots
of applications, such as roads, water/oil/gas pipes or river coast. A
UAV flies at a fixed altitude 𝐻 , and an edge node is mounted on
it to collect data and complete the offloaded task from IoT devices.
This UAV departs periodically to serve every IoT device, namely a
tour. For each UAV tour, the IoT device 𝑆𝑛𝑖 has a reconfiguration task
𝑈𝑖 = (𝐶𝑖, 𝐷𝑖, 𝑇𝑖), where 𝐶𝑖 describes the total number of CPU cycles
o complete this task; 𝐷𝑖 denotes the size of data to be collected; and
𝑖 is the deadline for completing this task, 𝑖 = 1, 2,… , 𝑚. The UAV
has to return the reconfiguration results back to users before users are



Computer Networks 183 (2020) 107577W. Ye et al.

n
s

𝑡

p

b
a
W
i
c
o

t
e
d
d
t

i
a
(

∫

w
m
d
f
a
r
t
(

𝑏

T

∫

∫

∑

f

uploaded in different solutions. The UAV returns to the airport once it
serves all the reconfiguration tasks from IoT devices. During the data
collection process, the UAV can collect data from IoT devices when it
is flying, but is only allowed to receive data from a single IoT device at
each time. While during the task computing process, the UAV is capable
of simultaneously executing multiple reconfiguration tasks.

The receiving rate between the UAV and IoT devices is assumed to
be 𝑅, and CPU frequency of UAV is denoted as 𝑓𝑈𝐴𝑉 , both are fixed
umbers known in advance. On this basis, the receiving time of task 𝑖
hould be:

∗
𝑖 = 𝐷𝑖

𝑅

where the computing time of task 𝑖 should be:

𝑡+𝑖 = 𝐶𝑖
𝑓𝑈𝐴𝑉

Since the collected data is large and the CPUs on the UAV are
owerful enough, we assume the receiving time 𝑡∗𝑖 is generally larger

than the computing time 𝑡+𝑗 , i.e., 𝑡∗𝑖 ≥ 𝑡+𝑗 ,∀𝑖, 𝑗. Let reconfiguration
task deadline be 𝑇𝑖, by which, the UAV should finish data collection
and complete reconfiguration task and return the results. We ignore
the delay and energy consumption caused by sending reconfiguration
settings back to IoT devices, for the data size of reconfiguration results
is much smaller compared to the collected raw data.

3.2. Energy consumption model

The energy consumption of a UAV contains three parts: communica-
tion energy, computing energy and propulsion energy. Since propulsion
energy is much larger than that of computing and communication
energy, we only consider the propulsion energy consumption of UAV
in this paper.

For a fixed-wing UAV in straight flight with constrained speed, the
propulsion energy consumption is expressed in a closed form [19],
shown in Eq. (1):

𝑝 = 𝑐1 ∗ 𝑣3 + 𝑐2
𝑣 , (1)

where 𝑝 represents the propulsion power of UAV, 𝑐1 and 𝑐2 are related
to the aircraft’s weight, wing area, air density, and so on. Therefore,
propulsion power of UAV is related to speed 𝑣.

The UAV has the optimal flight speed to cost the least energy
consumption. On the one hand, it will cost much energy consumption
when the flight speed is small enough (the second part of Eq. (1) will be
too large). On the other hand, when the flight speed is large enough,
it also costs much energy (the first part of Eq. (1) will be too large).
Overall, there should be a proper flight speed that the UAV costs the
least energy consumption, any higher or lower speed will cost more.

Based on Eq. (1), the optimal speed of UAV to achieve the minimum
propulsion energy can be calculated in Appendix F.

3.3. Problem formulation

We assume that communication ranges of IoT devices are over-
lapped with each other, such scenario is illustrated in Fig. 2. Note that
the non-overlapped scenario can be divided into several overlapped
scenarios. We assume the UAV flies along this line to collect data and
completes offloaded reconfiguration tasks from 𝑚 IoT devices within
their own deadline 𝑇𝑖. The UAV cannot fly at too-fast speed, for it has to
finish all the tasks within communication ranges of IoT devices. On the
other hand, the UAV cannot fly at too-low speed, for it has to complete
the task of each IoT device before the deadline 𝑇𝑖. With the constraints
above, we aim to minimize the energy consumption of UAV.
4

Specifically, we define the UAV’s flight speed at position 𝑑 as 𝑣(𝑑),
where 𝑑 is a position in UAV’s flight path. Then, the flight time spent
for the UAV from 𝑑 = 0 to reach 𝑑 = 𝑥 can be calculated by

𝑡 = ∫ 𝑥
0

d𝑑
𝑣(𝑑) . (2)

IoT device 𝑆𝑛𝑖 is assumed to have a communication range, starting
from 𝑏𝑖 and terminating at 𝑑𝑖. 𝑆𝑛𝑖 is only allowed to upload its collected
data when UAV flies within such range, and the reconfiguration compu-
tation results must be returned when the UAV is still inside such range.
We assume the communication ranges have different ranges sizes but
aligned. In other words, 𝑑𝑖−𝑏𝑖 may vary from IoT device to IoT device,
ut a range starts left must terminate left and there is no range inside
nother range. So we have 𝑏1 < 𝑏2 < ⋯ < 𝑏𝑚 and 𝑑1 < 𝑑2 < ⋯ < 𝑑𝑚.
ithout loss of generality, let 𝑏1 = 0 and 𝑑𝑚 = 𝐷. Such an assumption

s reasonable because the same type of IoT devices usually have similar
ommunication ranges and they are placed in a distance from each
ther to monitor different areas.

As a result, the UAV visits and serves IoT devices in the order of
heir indexes. We therefore assume a reasonable and tight deadline for
ach reconfiguration task, e.g., 𝑇𝑖 = 𝑡+𝑖 +

∑𝑖
𝑗=1 𝑡

∗
𝑗 . Since the UAV collects

ata from one IoT device at a time, a total collection time of ∑𝑖−1
𝑗=1 𝑡

∗
𝑗

ata must have be spent prior to start task 𝑖. To finish task 𝑖, 𝑡+𝑖 + 𝑡∗𝑖
ime is needed, so 𝑡+𝑖 +

∑𝑖
𝑗=1 𝑡

∗
𝑗 is the minimum time to complete task 𝑖.

Since for every 𝑆𝑛𝑖, 𝑖 = 1, 2,… , 𝑚, the UAV has to collect data from
t, complete the reconfiguration task and return the result to it, hence,
t least 𝑡∗𝑖 + 𝑡+𝑖 UAV time must be spent within communication range
𝑏𝑖, 𝑑𝑖). The constraint is written as
𝑑𝑖
𝑏𝑖

d𝑑
𝑣(𝑑) ≥ 𝑡∗𝑖 + 𝑡+𝑖 .

However, since communication range of IoT devices are overlapped
ith each other, flying within the range of 𝑆𝑛𝑖 does not necessarily
ean the UAV serves (collects data and completes reconfiguration
ata) 𝑆𝑛𝑖. Assume 𝑑 = 𝛼𝑖 is the switching position where the UAV
inishes collecting data from 𝑆𝑛𝑖 and starts collecting from 𝑆𝑛𝑖+1,and
ssume 𝑑 = 𝛽𝑖 is the returning positions where the UAV returns the
econfiguration result to 𝑆𝑛𝑖. Let 𝛼0 = 0. The switching positions and
he returning position must be within the communication range of
𝑏𝑖, 𝑑𝑖), we therefore have the following range constraints.

𝑖 ≤ 𝛼𝑖−1 < 𝛼𝑖 < 𝛽𝑖 ≤ 𝑑𝑖,∀𝑖. (C1)

hen, we have the following completion constraints
𝛼𝑖
𝛼𝑖−1

d𝑑
𝑣(𝑑) ≥ 𝑡∗𝑖 .

𝛽𝑖
𝛼𝑖

d𝑑
𝑣(𝑑) ≥ 𝑡+𝑖 .

(C2)

Since the reconfiguration deadline for 𝑆𝑛𝑖 is defined 𝑇𝑖 = 𝑡+𝑖 +
𝑖
0 𝑡

∗
𝑗 , 𝑖 = 1, 2,… , 𝑚. Therefore, the UAV has to complete all tasks

rom IoT devices 𝑆𝑛1 to 𝑆𝑛𝑚 before their own deadlines, as the delay
constraint

∫ 𝛽𝑖
0

d𝑑
𝑣(𝑑) ≤ 𝑇𝑖. (C3)

According to the propulsion energy model Eq. (1), and since the
𝑣(𝑑) is the UAV speed at position 𝑑, then we have the flight power
𝑝(𝑑) at position 𝑑 as 𝑝(𝑑) = 𝑐1 × 𝑣(𝑑)3 + 𝑐2

𝑣(𝑑) ,∀𝑑 ∈ [0, 𝐷]. So the energy
consumption at position 𝑑 is 𝑒 = 𝑝𝑡 = 𝑝(𝑑) × d𝑑

𝑣(𝑑) . The total energy
consumption of the UAV can be integrated as

𝐸 = ∫ 𝐷
0 𝑝(𝑑) d𝑑

𝑣(𝑑) (3)

We now define EESS problem as follows.

Definition 1 (EESS Problem). Given 𝑚 IoT devices and a UAV-assisted
edge computing system described above, the energy efficient flight
speed scheduling (EESS) problem is to determine the flight speed 𝑣(𝑑)
for the UAV in each distance point 𝑑 to minimize the propulsion energy
consumption in Eq. (3) while satisfying the range constraint Eq. (C1),

the completion constraint Eq. (C2) and the delay constraint Eq. (C3).
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Fig. 2. An illustration of the EESS problem. For 𝑆𝑛𝑖, the UAV spends at least 𝑡∗𝑖 time collecting its data, and 𝑡+𝑖 time computing its task, which has a completion deadline 𝑇𝑖. We
assume the UAV collects from one device at a time (e.g., before point 𝛼1, the UAV receives task from 𝑆𝑛1, and after point 𝛼1, the UAV receives task from 𝑆𝑛2), but can compute for
multiple devices simultaneously, it can also collect and compute simultaneously (e.g. from 𝛼1 to 𝛽1, the UAV computes task from 𝑆𝑛1 and receives tasks from 𝑆𝑛2 simultaneously).
The UAV’s flight energy must be minimized to finish all tasks: on the one hand, if flies slow, the UAV has enough time to collect data however consumes more time and energy
according to our practical energy model; on the other hand, a faster-speed flight may satisfy delay constraints and reduce energy consumption but may cause insufficient time in
communication range, causing failure of completing tasks (e.g. UAV has to take 𝑡∗1 + 𝑡+1 time in 𝑆𝑛1 ’s communication range from 𝑏1 to 𝑑1). Meanwhile, IoT devices compete for
UAV time.
The EESS problem is expressed in mathematics model, shown in 𝑃1.

(𝑃 1) ∶min
𝑣(𝑑) ∫

𝐷

0
𝑝(𝑑) d𝑑

𝑣(𝑑)
(4)

s.t. (𝐶1)(𝐶2)(𝐶3) (5)

An illustration of the EESS problem is given in Fig. 2.
This problem is called offline problem if all information is known

before scheduling; it is called online problem if IoT device informa-
tion is not available unless the UAV flies close. The speed scheduling
function is an optimal solution of offline algorithm, and we call it the
optimal speed scheduling function, denoted as 𝑣𝑜𝑝𝑡(𝑑).

4. Graphical virtualization and optimality properties

In this section, we first introduce a novel graphical visualization
method to redefine the EESS problem, and then present some optimality
properties in preparing for the optimal solution.

4.1. Graphical virtualization for the EESS problem

We introduce the graphical virtualization method through a novel
distance-time diagram as in Fig. 3. In this diagram, the 𝑋-axis repre-
sents flight distance and 𝑌 -axis indicates the flight time, as a result, any
point (𝑑, 𝑡) stands for the UAV reaching position 𝑑 at time 𝑡. Therefore,
a curve on this diagram is the distance-time accumulation curve, for
example curve 𝐿(𝑑) in Fig. 3. It is clear that the slope of curve 𝐿(𝑑) at
𝑑 is the reciprocal of UAV’s flight speed 1

𝑣(𝑑) at position 𝑑. Hence, We

can determine the optimal speed schedule 𝑣𝑜𝑝𝑡(𝑑) by determining the
optimal accumulation curve 𝐿𝑜𝑝𝑡(𝑑).

However, a feasible accumulation curve does not go freely on
the diagram, it has constraints. According to the completion constraint
Eq. (C2), the UAV should not fly fast and the curve should not have
too small slope, so we have a lower bound for a feasible accumulation
curve, 𝐹 (𝑑). That is before leaving range of 𝑆𝑛𝑖, a total of 𝑇 +

𝑖 =
𝑡+𝑖 +

∑𝑖
𝑗=1 𝑡

∗
𝑗 time must have accumulated at position 𝑑 = 𝑑𝑖. According

to the delay constraint Eq. (C3), the UAV should not fly slow and the
curve should not have too large slope, so we have an upper bound for
5

Fig. 3. An illustration of the proposed graphical visualization method. In the distance-
time diagram, accumulation curve 𝐿(𝑑) specifies the time 𝑡 when reaching position 𝑑,
the slope of which is the reciprocal value of UAV’s flight speed. Due to the completion
constraint (delay constraint) the UAV should not fly fast (slow), so we have a lower
(upper) bound curve 𝐹 (𝑑) (𝑇 (𝑑)). A feasible accumulation curve must be within the
two bounds. We focus on finding the optimal accumulation curve.

a feasible accumulation curve, 𝑇 (𝑑). That is before entering range of
𝑆𝑛𝑖, a total of 𝑇 ∗

𝑖 =
∑𝑖−1

𝑗=1 𝑡
∗
𝑗 time must have accumulated at position

𝑑 = 𝑏𝑖, for otherwise the deadline can never be met. According to the
range constraint Eq. (C1), a feasible accumulation curve must be within
the two bounds. Our graphical virtualization method is inspired by the
data flow model in [31].

4.2. Optimality properties

Before we present the algorithm to optimally solve the EESS prob-
lem, we would like to first give some optimality properties.

Lemma 1 (Convexity). According to the propulsion energy model in
Eq. (1), the energy consumption power for UAV 𝑝 is a convex function of
UAV flight speed 𝑣.
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Fig. 4. Using a constant UAV flight speed can achieve a higher energy-efficiency than
using a varying flight speed. The optimal accumulation curve is straight between any
two points, as long as this is feasible.

Proof. See Appendix A.

Lemma 2 (Constant Speed Property). Using a constant UAV flight speed
can achieve a higher energy-efficiency than using a varying flight speed.

Proof. Assume the UAV speed changes. Without loss of generality,
let the corresponding accumulation curve be 𝐿(𝑑) in Fig. 4. Then, the
energy consumption of the UAV is described as:

𝐸𝐿(𝑑) = ∫ 𝐷
0 𝑝(𝑣(𝑑)) d𝑑

𝑣(𝑑) = ∫ 𝐷
0

𝑝(𝑣(𝑑))
𝑣(𝑑) d𝑑 (6)

If UAV flies at constant speed 𝐷
𝑇 , energy consumption of it is written

as:

𝐸𝐿
𝑜𝑝𝑡 = 𝑝(𝐷𝑇 ) ⋅ 𝑇 = 𝑝( ∫ 𝐷

0 d𝑑

∫ 𝐷
0

d𝑑
𝑣(𝑑)

) ⋅ ∫ 𝐷
0

d𝑑
𝑣(𝑑) (7)

We consider the following version of Jensen’s inequation [31],

𝑝( ∫
𝐷
0 𝑓 (𝑑)𝑔(𝑑) d𝑑

∫ 𝐷
0 𝑔(𝑑) d𝑑

) ≤ ∫ 𝐷
0 𝑝(𝑓 (𝑑))𝑔(𝑑) d𝑑

∫ 𝐷
0 𝑔(𝑑) d𝑑

(8)

Let 𝑓 (𝑑) = 𝑣(𝑑) and 𝑔(𝑑) = 1
𝑣(𝑑) , we get,

𝑝(
∫ 𝐷
0 𝑣(𝑑)⋅ d𝑑

𝑣(𝑑)

∫ 𝐷
0

d𝑑
𝑣(𝑑)

) ≤
∫ 𝐷
0 𝑝(𝑣(𝑑))⋅ d𝑑

𝑣(𝑑)

∫ 𝐷
0

d𝑑
𝑣(𝑑)

(9)

We multiply T (which is ∫ 𝐷
0

1
𝑣(𝑑) d𝑑) in inequation, and get:

𝑝(
∫ 𝐷
0 𝑣(𝑑)⋅ d𝑑

𝑣(𝑑)

∫ 𝐷
0

d𝑑
𝑣(𝑑)

) ⋅ ∫ 𝐷
0

d𝑑
𝑣(𝑑) ≤ ∫ 𝐷

0 𝑝(𝑣(𝑑)) ⋅ d𝑑
𝑣(𝑑) (10)

𝑝( ∫ 𝐷
0 d𝑑

∫ 𝐷
0

d𝑑
𝑣(𝑑)

) ⋅ ∫ 𝐷
0

d𝑑
𝑣(𝑑) ≤ ∫ 𝐷

0 𝑝(𝑣(𝑑)) ⋅ d𝑑
𝑣(𝑑) (11)

𝑝(𝐷𝑇 ) ⋅ 𝑇 ≤ ∫ 𝐷
0 𝑝(𝑣(𝑑)) ⋅ d𝑑

𝑣(𝑑) (12)

Finally, we have

𝐸𝐿
𝑜𝑝𝑡 ≤ 𝐸𝐿(𝑑) (13)

There is a direct corollary that follows Lemma 2.

Corollary 1. On the distance-time diagram, the optimal accumulation
curve is straight between any two points, as long as this is feasible.
6

Fig. 5. The graphical visualization of the EESS-L problem, where the red sub-lines are
the optimal solution. Our algorithm works in iteration. The main steps are described
as follows: we connect the origin to every corner one by one, to test the slope of the
connected line, and then choose the line with the largest slope as the first sub-line.
The problem then repeats.

5. Optimal solution for special cases

Since the EESS problem is complicated to be solved directly, we start
with two simplified special cases. By solving these special cases, we
obtain some important properties for the general problem.

5.1. EESS problem sharing starting position

In the EESS problem given in Definition 1, when all the IoT de-
vices share a common starting position of their communication ranges,
i.e., 𝑏1 = 𝑏2 = ⋯ = 𝑏𝑚 = 0, we call such a special case the EESS-L
problem. Note that, in the EESS-L problem, the communication range
terminating positions are different, i.e., 𝑑1 < 𝑑2 < ⋯ < 𝑑𝑚.

The graphical visualization of EESS-L problem is shown in Fig. 5. In
which we can see the upper bound curve 𝑇 (𝑑) is a straight line, where
the lower bound curve 𝐹 (𝑑) stays the same as the general problem.
More specially, we have 𝐹 (𝑑𝑖) = 𝑡+𝑖 +

∑𝑖
𝑗=1 𝑡

∗
𝑗 and 𝑇 (𝑑) = 𝑡+𝑚 +

∑𝑚
𝑗=1 𝑡

∗
𝑗 .

According to Corollary 1, the optimal accumulation curve 𝐿𝑜𝑝𝑡 can be
divided into 𝑗 sub-lines, illustrating as 𝑙𝑖, 𝑖 = 1, 2,… , 𝑗 (see as red lines
in Fig. 5). Each sub-line 𝑙𝑖 starts from position 𝑞𝑖 with slope 𝑠𝑖, and
terminates at 𝑞𝑖+1, and let 𝑞1 = (0, 0).

Before we go directly to the algorithm, we would like to first present
some important properties about the optimal accumulation curve 𝐿𝐿

𝑜𝑝𝑡
of the EESS-L problem.

Lemma 3. An optimal accumulation curve 𝐿𝐿
𝑜𝑝𝑡 must only decrease its

slope.

Proof. See Appendix B.

Lemma 4. An optimal accumulation curve 𝐿𝐿
𝑜𝑝𝑡 only decreases its slope

at a lower bound curve corners, i.e., 𝐹 (𝑑𝑖), 𝑖 = 1, 2,… , 𝑚.

Proof. See Appendix C.

With the above two lemmas ready, we now introduce the high level
idea of our algorithm. It is clear that any optimal accumulation curve
𝐿𝐿
𝑜𝑝𝑡 consists of a set of sub-line 𝑙𝑖 such that 𝐿𝐿

𝑜𝑝𝑡 changes direction only
by decreasing slope and only at corners of 𝐹 (𝑑). Therefore, if we find
all the direction changing corners, the 𝐿𝐿

𝑜𝑝𝑡 curve can be determined.
We therefore focus on finding the very first direction changing corner,
e.g., determining the first sub-line. We connect the origin to every
corner one by one to test the slope of the connected line. We choose the
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line with the largest slope as the first sub-line, and the corresponding
corner as the first direction changing corner. Starting from this corner,
the same problem repeats and we find the next sub-line and corners.

The detailed pseudo code is given in Algorithm 1.

Algorithm 1 Optimal algorithm for EESS-L
Input: Receiving time for each IoT device 𝑡∗𝑖

Computing time for each IoT device 𝑡+𝑖
Communication range of each IoT device 𝑖, from 0 to 𝑑𝑖
Number of users 𝑚, UAV’s initial state 𝑞1

utput: UAV’s flight speed 𝑣𝑗 in each iteration 𝑗
UAV’s flying state 𝑞𝑗 in each iteration 𝑗
UAV’s flying energy 𝐸𝑓𝑙𝑦

1: 𝑖 = 1, 𝑗 = 1, 𝑣 = ∅, 𝐸𝑓𝑙𝑦 = 0
2: while 𝑖 <= 𝑚 do
3: Find the maximum slope sub-line 𝑙𝑗 with slope 𝑠𝑗 from UAV’s

current state 𝑞𝑗 to every corner of curve 𝐹 (𝑑) after distance 𝑑𝑖
4: 𝑣𝑗 =

1
𝑠𝑗

5: Update 𝑞𝑗+1 as the terminal point of 𝑙𝑗 and update 𝑖 as the
corresponding IoT device.

6: 𝑗 = 𝑗 + 1
7: end while
8: Calculating 𝐸𝑓𝑙𝑦 according to 𝑣 and 𝑞
9: return 𝑣, 𝐸𝑓𝑙𝑦, 𝑞

This algorithm works in iteration. In each iteration, one sub-line
nd its corresponding direction changing corner is determined. Note
hat variable 𝑞𝑗 is defined as the origin flight state for UAV in iteration
𝑗. Algorithm 1 attempts to find the maximum-slope line 𝑙𝑗 with slope
𝑠𝑗 from the origin point 𝑞𝑗 to direction changing corner point of F(d)
(𝑑𝑖, 𝐹 (𝑑𝑖)). Then the optimal flight speed of UAV is 𝑣𝑗 =

1
𝑠𝑗

. Finally, the
lgorithm updates the origin state of UAV for next iteration 𝑞𝑗+1 and
ts corresponding IoT device 𝑖, and the algorithm terminates when the
AV serves all the IoT devices (𝑖 > 𝑚).

heorem 1. Algorithm 1 computes the optimal solution for the EESS-L
roblem in 𝑂(𝑚2) steps.

roof. We prove by contradiction. Supposed the solution produced by
lgorithm 1 is not optimal, and the optimal accumulation curve 𝐿𝐿

𝑜𝑝𝑡
s different from our computed one. We next show such 𝐿𝐿

𝑜𝑝𝑡 cannot be
ptimal.

An example is given in Fig. 6, in which, the accumulation curves
roduced by our algorithm is 𝑙1, 𝑙2, 𝑙3 ∈ 𝐿𝐿. Assuming the optimal
ccumulation curve 𝐿𝐿

𝑜𝑝𝑡 is different from 𝐿𝐿. There are two cases,
ither part of 𝐿𝐿

𝑜𝑝𝑡 curve is below 𝐿𝐿 curve, or part of 𝐿𝐿
𝑜𝑝𝑡 is above

𝐿.
Case 1. As shown in Fig. 6, instead of using sub-line 𝑙1 to connect the

rigin with the second corner as by the 𝐿𝐿 curve, the 𝐿𝐿
𝑜𝑝𝑡 curve uses

wo sub-lines 𝑙′1 and 𝑙′2 to connect the origin and the second corner,
nd these two sub-lines are below sub-line 𝑙1. Obviously, we have the
ub-line slopes inequation 𝑠′2 > 𝑠1 > 𝑠′1, where 𝑠′2, 𝑠1 and 𝑠′1 are the
lopes for sub-lines 𝑙′2, 𝑙1 and 𝑙′1 respectively. According to Lemma 2
nd Corollary 1, the energy consumption for solution by 𝐿𝐿 curve is
maller than that of 𝐿𝐿

𝑜𝑝𝑡, which contradicts the assumption that 𝐿𝐿
𝑜𝑝𝑡 is

ptimal.
Case 2. Assume part of 𝐿𝐿

𝑜𝑝𝑡 curve is above 𝐿𝐿 curve, as an example
s given in Fig. 6, and assume the slope of curve 𝑙𝑜𝑝𝑡3 satisfies 𝑠𝑜𝑝𝑡3 > 𝑠1.
s shown in Fig. 6, instead of using sub-line 𝑙1, 𝑙2 and 𝑙3 to connect the
rigin to final destination 𝐹 (𝑑𝑚). the 𝐿𝐿

𝑜𝑝𝑡 curve uses two sub-lines 𝑙′3 and
′
4 to connect the origin and the second corner, and these two sub-lines
re above sub-line 𝑙1, 𝑙2 and 𝑙3. Obviously, we can find another straight
ine 𝑙′5 between line 𝑙′3 and 𝑙′4. We have the sub-line slopes inequation
′ > 𝑠′ > 𝑠′ , where 𝑠′ , 𝑠′ and 𝑠′ are the slopes for sub-lines 𝑙′ , 𝑙′
7

3 5 4 3 5 4 3 5 l
Fig. 6. An illustration of Algorithm 1 results for the EESS-L problem, where the
accumulation curves produced by Algorithm 1 is 𝑙1 , 𝑙2 , 𝑙3 ∈ 𝐿′ (red solid lines). We
prove 𝐿′ to be optimal by contradiction. In case 1, instead of 𝑙1, 𝐿𝐿

𝑜𝑝𝑡 uses two sub-
lines 𝑙′1 , 𝑙

′
2 instead. Obviously, 𝑠′2 > 𝑠1 > 𝑠′1, indicating 𝐿𝐿

𝑜𝑝𝑡 is not optimal. In case 2,
𝐿𝐿

𝑜𝑝𝑡 uses 𝑙′3 , 𝑙
′
4 instead, where slope 𝑠′3 > 𝑙1. Then, line 𝑠′5 could be found between 𝑙′3

and 𝑙′4 where 𝑠′3 > 𝑠′5 > 𝑠′4, indicating 𝐿𝐿
𝑜𝑝𝑡 is not optimal. (For interpretation of the

references to colour in this figure legend, the reader is referred to the web version of
this article.)

and 𝑙′4 respectively. According to Lemma 2 and Corollary 1, the energy
consumption for solution by 𝐿𝐿 curve is smaller than that of 𝐿𝐿

𝑜𝑝𝑡, which
contradicts the assumption that 𝐿𝐿

𝑜𝑝𝑡 is optimal.
Since both cases are impossible, so we must have 𝐿𝐿

𝑜𝑝𝑡 = 𝐿𝐿.
During each iteration, Algorithm 1 attempts to find the maximum

slope from the origin state 𝑞𝑗 to every direction changing corner of
𝐹 (𝑑). The maximum steps for Algorithm 1 is 𝑚∗(𝑚−1)

2 , whose time
omplexity is 𝑂(𝑚2).

.2. EESS problem sharing terminating position

In the EESS problem given in Definition 1, when all the IoT devices
hare a common terminal position of their communication ranges,
.e., 𝑑1 = 𝑑2 = ⋯ = 𝑑𝑚 = 0, we call such a special case the EESS-U
roblem. Note that, in the EESS-U problem, the communication range
erminating positions are different, i.e., 𝑏1 < 𝑏2 < ⋯ < 𝑏𝑚.

The graphical visualization of EESS-U problem is shown in Fig. 7. In
hich we can see the lower bound curve 𝐹 (𝑑) is a straight line, where

he upper bound curve 𝑇 (𝑑) stays the same as the general problem.
ore specially, we have 𝑇 (𝑑𝑖) =

∑𝑖
𝑗=1 𝑡

∗
𝑗 and 𝐹 (𝑑𝑖) = 𝑑𝑚. According to

orollary 1, the optimal accumulation curve 𝐿𝑜𝑝𝑡 can be divided into 𝑗
ub-lines, illustrating as 𝑙𝑖, 𝑖 = 1, 2,… , 𝑗 (see as red lines in Fig. 7). Each
ub-line 𝑙𝑖 starts from position 𝑞𝑖 with slope 𝑠𝑖, and terminates at 𝑞𝑖+1,
nd let 𝑞1 = (0, 0).

Similar to the previous defined EESS-L problem, we have two op-
imality properties about the optimal accumulation curve 𝐿𝑈

𝑜𝑝𝑡. Their
roofs are similar and omitted.

emma 5. An optimal accumulation curve 𝐿𝑈
𝑜𝑝𝑡 must only increase its

lope.

emma 6. An optimal accumulation curve 𝐿𝑈
𝑜𝑝𝑡 only increases its slope at

n upper bound curve corner, i.e., 𝑇 (𝑑𝑖), 𝑖 = 1, 2,… , 𝑚.

It is clear that 𝐿𝑈
𝑜𝑝𝑡 consists of a set of sub-line 𝑙𝑖 such that 𝐿𝑈

𝑜𝑝𝑡
hanges direction only by increasing slope and only at corners of 𝑇 (𝑑).
e therefore focus on finding the very first direction changing corner,
.g., determining the first sub-line. We connect the origin to every
orner one by one to test the slope of the connected line. We choose the

ine with the largest slope as the first sub-line, and the corresponding
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Fig. 7. An illustration of Algorithm 2 results for the EESS-U problem, where the
accumulation curves produced by Algorithm 1 is 𝑙1 , 𝑙2 ∈ 𝐿′ (red solid lines). We prove
𝐿′ to be optimal by contradiction. In case 1, instead of 𝑙1, 𝐿𝐿

𝑜𝑝𝑡 uses two sub-lines 𝑙′1 , 𝑙
′
2

instead. Obviously, 𝑠′1 > 𝑠1 > 𝑠′2, indicating 𝐿𝐿
𝑜𝑝𝑡 is not optimal. In case 2, 𝐿𝐿

𝑜𝑝𝑡 uses 𝑙′3 , 𝑙
′
4

instead, where slope 𝑠′3 < 𝑙1. Then, line 𝑠′5 could be found between 𝑙′3 and 𝑙′4 where
𝑠′3 < 𝑠′5 < 𝑠′4, indicating 𝐿𝐿

𝑜𝑝𝑡 is not optimal.

corner as the first direction changing corner. Starting from this corner,
the same problem repeats and we find the next sub-line and corners.

The pseudo code is given in Algorithm 2.

Algorithm 2 Optimal algorithm for EESS-U
Input: Receiving time for each IoT device 𝑡∗𝑖

Computing time for each IoT device 𝑡+𝑖
Communication range of each IoT device 𝑖, from (𝑏𝑖,0) to (𝑑𝑖,0)
Number of IoT devices 𝑚, UAV’s initial state 𝑞1

utput: UAV’s flight speed 𝑣𝑗 in each iteration 𝑗
UAV’s flying energy 𝐸𝑓𝑙𝑦

1: 𝑖 = 1, 𝑗 = 1, 𝑣 = ∅, 𝐸𝑓𝑙𝑦 = 0
2: while 𝑖 <= 𝑚 do
3: Find the minimum slope sub-line 𝑙𝑗 with slope 𝑠𝑗 from UAV’s

current state 𝑞𝑗 to every corner of curve 𝑇 (𝑑) after distance 𝑏𝑖

4: 𝑣𝑗 =
1
𝑠𝑗

5: Update 𝑞𝑗+1 as the terminal point of 𝑙𝑗 and update 𝑖 as the
corresponding IoT device.

6: 𝑗 = 𝑗 + 1
7: end while
8: Calculating 𝐸𝑓𝑙𝑦 according to 𝑣 and 𝑞
9: return 𝑣, 𝐸𝑓𝑙𝑦, 𝑞

The correctness of Algorithm 2 is given in the following theorem.

heorem 2. Algorithm 2 computes the optimal solution for the EESS-U
roblem in 𝑂(𝑚2) steps.

The proof of Theorem 2 is similar to that of Theorem 1, and thus is
mitted for brevity.

. Offspeeding algorithm for the general case

We are now ready to solve the general EESS problem, which does
ot impose any extra restriction on the communication ranges of IoT
evices. The optimal accumulation curve changes its direction both
y increasing slope and by decreasing slope. However, the optimality
roperties obtained in the special cases, i.e., Lemmas 4 and 6 still hold.
8

n other words, 𝐿𝑜𝑝𝑡 decreases its slope only at a low bound curve a
orner, and it increases its slope only at an upper bound curve corner.
e therefore present the following lemma directly without proof.

emma 7 (Optimal Accumulation Curve Property). An optimal accumu-
ation curve 𝐿𝑜𝑝𝑡(𝑑) either intersects with 𝐹 (𝑑) or 𝑇 (𝑑), i.e., for some 𝑖, we
ave either 𝐿𝑜𝑝𝑡(𝑑𝑖) = 𝐹 (𝑑𝑖) or 𝐿𝑜𝑝𝑡(𝑏𝑖) = 𝑇 (𝑏𝑖).

• If we have 𝐿𝑜𝑝𝑡(𝑑𝑖) = 𝐹 (𝑑𝑖) at point 𝑑𝑖, then 𝐿𝑜𝑝𝑡 curve must decrease
its slope at 𝑑 = 𝑑𝑖.

• If we have 𝐿𝑜𝑝𝑡(𝑏𝑖) = 𝑇 (𝑏𝑖) at point 𝑏𝑖, then 𝐿𝑜𝑝𝑡 curve must increase
its slope at 𝑑 = 𝑏𝑖.

emma 8 (Uniqueness). If there exists an optimal accumulation curve
𝑜𝑝𝑡(𝑑) that satisfies Lemma 7, then 𝐿𝑜𝑝𝑡(𝑑) must be unique.

roof. See Appendix D.

Based on Lemmas 7 and 8, we can deduce that if an algorithm
beys optimal accumulation curve property in Lemma 7, the algorithm
ust be optimal. We therefore propose an optimal energy-efficient

flight speed scheduling (Offspeeding) algorithm to solve the offline
EESS problem. This algorithm guarantees that its output curve obeys
the properties in Lemma 7, which is denoted as 𝐿(𝑑).

The basic idea is simple: we find the first piece of the sub-line and
hen the same problem repeats. To find the first sub-line, we only need
o locate the first slope changing point. From Lemma 7, we have known
hat such a point must be either on the lower bound curve 𝐹 (𝑑) at
𝑑 = 𝑑𝑖 or on the upper bound curve 𝑇 (𝑑) at 𝑑 = 𝑏𝑖, i.e., the corners
f both curves. We therefore test every possible corner. An example is
llustrated in Fig. 8. We connect the origin and a corner to see whether
he resulting line is feasible. We test every corner in the order of the
orner’s distance. Unless the current line is infeasible, we continue to
est the next corner. The very last feasible sub-line is the one we are
ooking for, and the corner is the optimal first slope changing point.
he detailed formal steps are presented in Algorithm Offspeeding.

Algorithm 3 Offspeeding
Input: Number of IoT devices 𝑚

(𝑏𝑖, 𝑑𝑖), 𝑡∗𝑖 , 𝑡
+
𝑖 , 𝑖 = 1, 2,⋯ , 𝑚

utput: UAV’s flight speed 𝑣𝑗 in each iteration 𝑗
UAV’s flying energy 𝐸𝑓𝑙𝑦

1: 𝑖 = 1, 𝑗 = 1, 𝑣 = ∅, 𝐸𝑓𝑙𝑦 = 0, 𝑞1 = (0, 0)
2: while 𝑖 <= 𝑚 do
3: 𝑙𝑗 is the line from 𝑞𝑖 to (𝑑𝑖, 𝐹 (𝑑𝑖))
4: 𝑙′𝑗 is the line from 𝑞𝑖 to (𝑏𝑖, 𝑇 (𝑏𝑖))
5: 𝑠𝑗 is slope of 𝑙𝑗
6: 𝑠′𝑗 is slope of 𝑙′𝑗
7: if Extension line of 𝑙𝑗 intersects 𝑇 (𝑑) then
8: 𝑣𝑗 =

1
𝑠𝑗

9: 𝑣 = 𝑣 ∪ {𝑣𝑗}
0: 𝑗 = 𝑗 + 1, 𝑞𝑗 = (𝑑𝑖, 𝐹 (𝑑𝑖))
1: end if
2: if Extension line of 𝑙′𝑗 intersects 𝐹 (𝑑) then
3: 𝑣𝑗 =

1
𝑠′𝑗

14: 𝑣 = 𝑣 ∪ {𝑣𝑗}
15: 𝑗 = 𝑗 + 1, 𝑞𝑗 = (𝑏𝑖, 𝑇 (𝑏𝑖))
16: end if
17: i=i+1
18: end while
19: Calculate 𝐸𝑓𝑙𝑦 based on 𝑣 and 𝑞
20: Return 𝑣, 𝐸𝑓𝑙𝑦

To better understand Algorithm Offspeeding, examples in Fig. 8 are
provided to illustrate the detailed steps.

In Fig. 8, the accumulation curve starts from the origin point (0, 0),
nd it goes between the two bound curve 𝑇 (𝑑) and 𝐹 (𝑑). To better
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Fig. 8. The way algorithm Offspeeding works. In each step, algorithm Offspeeding attempts to find the longest straight line 𝑙𝑗 between 𝑇 (𝑑) and 𝐹 (𝑑). Specifically, we test every
corner in the order of the corner’s value 𝑑. Unless the current line is infeasible, we continue to test the next corner. The very last feasible sub-line is the one we are looking for,
and the corner is the optimal first slope changing point. The algorithm terminates when the UAV reaches destination 𝑑𝑖, and the slope of each sub-line is the reciprocal number
of UAV’s velocity.
illustrate algorithm Offspeeding, we define 𝐹𝑡 as the set of sub-lines
that interact with upper bound 𝑇 (𝑑), and 𝐹𝑓 as set of sub-lines that
interact with lower bound 𝐹 (𝑑). During each step, we attempt to find
the boundary sub-line between set 𝐹𝑡 and 𝐹𝑓 . For instance, in step 1,
red-full line 𝑙1 is the boundary sub-line, for 𝑙1 intersects with direction
changing corner of 𝐹 (𝑑) and its extension line intersects with 𝑇 (𝑑). In
step 2, the red-full line 𝑙2 is the boundary sub-line, since 𝑙2 intersects
with direction changing corner of 𝑇 (𝑑) and its extension line intersects
with 𝐹 (𝑑). Step 3 and step 4 are similar to previous steps, and the
iteration ends until UAV reaches the destination point 𝑑5.

Theorem 3. Algorithm Offspeeding can achieve the optimal solution of
the EESS problem in 𝑂(𝑚2) step.

Proof. See Appendix E.

7. The online heuristic algorithm

In the previous section, we propose an optimal offline algorithm
Offspeeding to solve the EESS problem. In this section, we utilize
the results of Offspeeding to consider more realistic scenarios that
9

information from IoT devices keeps unknown until the UAV flies close,
and present an online algorithm, called EDS (emergency deadline sim-
ulation), to minimize the propulsion energy of the UAV.

The basic idea of EDS is similar to Algorithm 1, which first connects
the UAV’s current state 𝑞𝑝 to every corner of lower bound 𝐹 (𝑑) one
by one, and chooses the line with largest slope until the UAV flies
out of communication range of the 𝑚th IoT device. However, different
from Algorithm 1, the UAV does not know the existence of IoT devices
until flying into their communication range, and can only determine
the local optimal flight speed 𝑣𝑗 according to the current information
from known IoT devices. Therefore, the UAV flight speed obtained by
Algorithm EDS is a set of flight speed, which is determined at the time
when the UAV enters or flies out of the communication range of an IoT
device.

In Algorithm EDS, parameter 𝑣 is defined as set of UAV’s flight
speed, and 𝑞𝑝 is the current state of UAV in iteration 𝑝 (line 1). Variable
𝑘 represents the number of IoT devices the UAV has already known and
𝑗 is denoted as the number of IoT devices the UAV has flown passed
(line 2).

Once the UAV enters the communication range of a new IoT device
(line 4-line 9) or flies out of the communication range of a known
IoT device (line 10-line 15), Algorithm EDS will determine a new
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Algorithm 4 Online algorithm EDS
Input: Receiving time for each task 𝑡∗𝑖

Computing time for each task 𝑡+𝑖
Communication range of each IoT device 𝑖, from (𝑏𝑖,0) to (𝑑𝑖,0)
Number of IoT devices 𝑚

utput: UAV’s flight speed 𝑣
UAV’s flying energy 𝐸𝑓𝑙𝑦

1: 𝑞1 = (0, 0), 𝑣 = ∅
2: 𝑘 = 0, 𝑗 = 1, 𝑝 = 1
3: while 𝑗 <= 𝑚 do
4: if UAV flies into a new IoT device’s communication range then
5: UAV acquires its current flight state 𝑞𝑝
6: 𝑘 = 𝑘 + 1, 𝑚′ = 𝑘 − 𝑗 + 1
7: Use Algorithm 1 to calculate 𝑣′ with input of

{𝑚′, 𝑡∗𝑖 , 𝑡
+
𝑖 , 𝑏𝑖, 𝑑𝑖, 𝑞𝑝}, where 𝑗 ≤ 𝑖 ≤ 𝑘.

8: 𝑣 = 𝑣 ∪ {𝑣′[1]}, 𝑝 = 𝑝 + 1.
9: end if

10: if UAV flies out of an IoT device’s communication range then
11: UAV acquires its current flight state 𝑞𝑝
12: 𝑗 = 𝑗 + 1, 𝑚′ = 𝑘 − 𝑗 + 1
13: Use Algorithm 1 to calculate 𝑣′ with input of

{𝑚′, 𝑡∗𝑖 , 𝑡
+
𝑖 , 𝑏𝑖, 𝑑𝑖, 𝑞𝑝}, where 𝑗 ≤ 𝑖 ≤ 𝑘.

14: 𝑣 = 𝑣 ∪ {𝑣′[1]}, 𝑝 = 𝑝 + 1.
15: end if
16: end while
17: Calculate 𝐸𝑓𝑙𝑦 based on 𝑣 and 𝑞
18: Return 𝑣, 𝐸𝑓𝑙𝑦

flight speed. Specifically, it first acquires its current state 𝑞𝑝 (line 5
nd line 11) and the number of current serving tasks 𝑚′. Then, we
tilize Algorithm 1 to obtain the optimal flight speed 𝑣′ according to
he information of current 𝑚′ devices (line 7 and line 13). Then the
AV changes its flight speed as the first element of set 𝑣′, named 𝑣′[1],

for the following elements in 𝑣′ might be varied when the UAV flies
into communication range of a new IoT device (line 8 and line 14).

Algorithm EDS terminates when the UAV flies out of communication
range of the 𝑚th IoT device and we calculate the total propulsion
energy 𝐸𝑓𝑙𝑦 according to set 𝑣 and 𝑞𝑝 (line 17).

Time complexity of Algorithm EDS is 𝑂(𝑚2), for the algorithm first
travels all the 𝑚 users and then uses Algorithm 1 to find the optimal
flight speed for UAV in IoT device 𝑚′. The time complexity of first step
is 𝑂(𝑚), and the complexity for second step is also 𝑂(𝑚). Overall, the
time complexity of algorithm EDS is 𝑂(𝑚2).

8. Performance evaluation

In this section, simulation experiments are conducted to evaluate
the performance of optimal offline algorithm Offspeeding and online
algorithm EDS.

8.1. Experimental setting

In our experiments, the UAV flies at a fixed altitude 𝐻 = 100 m.
A computational edge node is mounted on the UAV to deal with tasks
uploaded from 5 to 1000 IoT devices. Each IoT device 𝑖 only has one
individual task 𝑢𝑖 to be dealt with, and communication range of IoT
devices 𝐶𝑟𝑖 is ranging from 5 m to 60 m. The receiving time 𝑡∗𝑖 is within
range of 0.005 s to 2 s, and computing time 𝑡+𝑖 is 0.15 ∼ 0.35 times of
𝑡∗𝑖 . Overall, we present simulation parameters, as shown in Table 1[25].

To better illustrate the advantage of our algorithms, we present
another online algorithm LDS based on a simple strategy. We first
define a concept named 𝑇𝑃𝐷 (Time Per Distance) for each IoT device
𝑖, whose value is 𝑡∗𝑖 +𝑡

+
𝑖 for each 𝑖. In algorithm LDS, the UAV calculates
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𝐶𝑟𝑖
Table 1
Simulation parameters.

Parameters Meaning Value

𝑡∗𝑖 Receiving time for each IoT device 0.005 s∼2 s
𝑡+𝑖 Computing time for each IoT device 0.15∼0.35 times of 𝑡∗𝑖
𝑚 Number of IoT devices 50∼1000
𝑣𝑚𝑎𝑥 Maximum flight speed 60 m/s
𝐻 Altitude of the UAV 100 m
𝑐1 Parameter of energy model 9.26 ∗ 10−4

𝑐2 Parameter of energy model 2250
𝐶𝑟 Communication range of IoT device 5 m∼60 m

𝑇𝑃𝐷 for each IoT device 𝑖, and acquires the number of IoT devices
it serves each time, denoted as 𝑚′. Parameter 𝐷𝑖𝑠(𝑝) is defined as the
distance where number of IoT devices 𝑚′ that the UAV serves does
not change, and 𝑝 is number of distance varied from 1 to 2𝑚 + 1.
Then, value of 𝑇𝑃𝐷 in distance 𝐷𝑖𝑠(𝑝) is the sum of 𝑚′ IoT device’s
𝑇𝑃𝐷 number, and the flight speed 𝑣 is the reciprocal for its 𝑇𝑃𝐷. For
instance, if the UAV serves two IoT devices 𝑖 and 𝑗 in distance 𝐷𝑖𝑠(2),
then 𝑇𝑃𝐷𝐷𝑖𝑠(2) = 𝑇𝑃𝐷𝑖 + 𝑇𝑃𝐷𝑗 and 𝑉𝐷 = 1

𝑇𝑃𝐷𝐷
, and flight speed

𝑣𝐷𝑖𝑠(2) =
1

𝑇𝑃𝐷𝑖+𝑇𝑃𝐷𝑗
.

Besides, another proposed algorithm named ALG [32] is also used to
compare with Algorithm Offspeeding and EDS. The core idea of ALG is
to divide the transmission task into two sets, the average transmission
rate and the remaining rate, and updates the receiving rate of task
according to the comparison the flight speed in these two sets, which
is a "Max remaining-time" algorithm. If we analog the transmission
energy of wireless device as the propulsion energy of UAV, and assume
transmission rate as the flight speed of UAV, ALG can be utilized to
solve the EESS problem proposed in this work.

On the basis, simulation experiments are conducted to evaluate
performance of optimal offline algorithm Offspeeding, online algorithm
EDS and compared algorithms LDS and ALG.

8.2. Impact of the number of IoT devices

In this part, a group of experiments discussing the relationship
between propulsion energy of UAV and the number of IoT devices are
conducted. Let 𝐶𝑟𝑖 = 50m be communication range for each IoT device
𝑖, and the overlapping range between device 𝑖 and 𝑖+1 is denoted by 𝑥𝑖,
i.e., 𝑥𝑖 is 0.15 ∼ 0.35 times of 𝐶𝑟𝑖. In addition, receiving time for each
IoT device is 𝑡∗𝑖 = 1𝑠 and its computing time 𝑡+𝑖 is 0.15 ∼ 0.35 times of
𝑡∗𝑖 . Based on these settings, we compare the propulsion energy of UAV
among Offspeeding, EDS, ALG and LDS while the number of IoT devices
is varying from 50 to 1000.

The results are shown in Fig. 9. It can be seen from this figure
that Algorithm Offspeeding performs the best and the performance of
Algorithm EDS is near to that of Algorithm Offspeeding. Algorithm ALG
costs more energy than EDS and Offspeeding, for it only considers the
flight speed among two neighboring SNs, EDS considers all the SNs
whose information is known by the UAV and Offspeeding considers
information of all SNs. The gap between Algorithm Offspeeding and
Algorithm EDS is growing when the number of SN increases, for Off-
speeding always achieves the optimal results for each SN, but Algorithm
EDS does not, leading to a gap between Algorithm Offspeeding and
Algorithm EDS. When the number of IoT devices increases, Algorithm
EDS will have more chances to work out different solutions than that of
Algorithm Offspeeding, leading to a larger accumulative gap between
Algorithm EDS and Algorithm Offspeeding.

8.3. Impact of deployment density of IoT devices

In this part, we conduct a group of experiments discussing the UAV’s
propulsion power and IoT devices’ deployment density. Specifically,

the total flight distance of UAV is limited as 3000 m, and we deploy
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Fig. 9. The impact of IoT device number on algorithm performance by propulsion
nergy.

Fig. 10. The impact of the IoT device density on algorithm performance by propulsion
nergy.

veragely 50 ∼ 1000 IoT devices among the flight path of the UAV.
hen, average communication range for each IoT device is 3000

𝑚 .
Parameter 𝑥𝑖 ∈ 𝑋 is defined as overlapping range between IoT

device 𝑖 and 𝑖+1, i.e., 𝑥𝑖 is 0.15 ∼ 0.35 times of average communication
range 3000

𝑚 . To this end, communication range for each IoT device 𝑖 can
be written follows:

𝑐𝑟𝑖 =

⎧

⎪

⎨

⎪

⎩

3000
𝑚 + 𝑥𝑖 𝑖 = 1

3000
𝑚 + 𝑥𝑖−1 + 𝑥𝑖 1 < 𝑖 < 𝑚

3000
𝑚 + 𝑥𝑖−1 𝑖 = 𝑚

Receiving time in this experiment is 𝑡∗𝑖 = 1 s, and computing time
+ ∗
11

𝑡𝑖 is 0.15 ∼ 0.35 times of 𝑡𝑖 .
Fig. 11. The impact of the computing time on algorithm performance by propulsion
energy.

The results are shown in Fig. 10. Similar to previous experiment,
Algorithm Offspeeding achieves the best result in Fig. 10 and result
of Algorithm EDS is near to that of Algorithm Offspeeding. We can
also find that solutions of Algorithm ALG and LDS consume more
energy than that of Algorithm Offspeeding and EDS. Moreover, with the
increasing number of IoT devices, solutions of all the three algorithms
will consume more energy, and the gap between Algorithm LDS and
Algorithm Offspeeding/EDS is also increasing.

8.4. Impact of computing time

In this part, we deploy 500 IoT devices and limit the total flight
distance for UAV as 3000 m. Communication range for each IoT device
is the same to previous section, and the number of IoT devices is 500.
Receiving time for each IoT device is 𝑡∗𝑖 = 5 s, and computing time 𝑡+𝑖
ranges from 0.2 s ∼ 1.4 s for this task.

The results are shown in Fig. 11. Algorithm Offspeeding costs the
least energy compared with three other algorithms EDS, LDS and ALG.
When tasks’ computing time 𝑡+𝑖 increases, energy consumption of the
UAV first decreases and reaches the lowest point when 𝑡+𝑖 = 0.8 s. Then,
propulsion power of UAV increases when 0.8 s < 𝑡+𝑖 < 1.4 s. On the one
hand, when 𝑡+𝑖 < 0.8 s, computing time for each IoT device is too short,
the UAV has to fly faster, which costs more energy than 𝑡+𝑖 = 0.8 s. On
the other hand, when 𝑡+𝑖 > 0.8 s, computing time 𝑡∗𝑖 is too long, the UAV
has to reduce its flight speed and spends more time serving IoT device
𝑖, which also costs more energy.

9. Conclusion

We study the energy efficient flight speed scheduling problem for
UAV-assisted edge computing in this paper. Distinct from most existing
work, this paper focuses on flight speed scheduling that allocates
proper flight speed to minimize the energy consumption of the UAV
with a practical energy model, under the constraints of individual
task execution deadlines and communication ranges. Specifically, we
formulate the EESS problem and devise a novel diagram to visualize
and analyze the problem. Since the EESS problem is complicated to be
solved directly, two simplified special cases EESS-L and EESS-U are first
analyzed and some important properties are obtained for the general
problem. Then, the Algorithm Offspeeding is proposed to solve the
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Fig. 12. Suppose 𝐿2 and 𝐿1 are two different solutions that obey Lemma 7 while
satisfying formula (14) and (15) at the same time. However, the assumption is incorrect,
for curve 𝐿1 must be convex and curve 𝐿2 has to be concave under the constraints of
(14) and (15), which disobeys Lemma 3 and Lemma 5. Thus, solution satisfies Lemma 7
must be unique.

general problem EESS, and it is proved to be optimal. On this basis, a
heuristic online algorithm EDS is presented to solve the EESS problem
in more realistic scenarios that information from IoT devices keeps
unknown until the UAV flies close. Finally, simulation experiments
are conducted to evaluate our proposed algorithms and the results
demonstrate that our online algorithm EDS is near optimal.

In the future, a fine-grained energy consumption model is consid-
ered including communication and computing energy of the UAV. On
this basis, we aim to minimize the energy consumption of the UAV
under the deadline constraints by designing an optimal trajectory and
proper flight speeds.
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Appendix A. Proof of Lemma 1

Proof. Since 𝑝(𝑣) = 𝑐1 ∗ 𝑣3 + 𝑐2
𝑣 , we have 𝑝(𝑣)′′ = (𝑐1 ∗ 𝑣(𝑑)3 + 𝑐2

𝑣(𝑑) )
′′ =

6𝑐1 ∗ 𝑣(𝑑) + 2∗𝑐2
𝑣(𝑑)3 > 0, so it is a convex function. ■

Appendix B. Proof of Lemma 3

Proof. We prove by contradiction. Suppose curve 𝑙𝐿𝑜𝑝𝑡 increases its slope
that consumes less energy than decreases its slope. An example is given
in Fig. 6, in which the accumulation curves 𝑙1, 𝑙2 and 𝑙3 decrease their
slopes. Assume the optimal curves 𝑙𝐿𝑜𝑝𝑡 is different from 𝑙1, 𝑙2, 𝑙3, e.g.,
the UAV flies in curves 𝑙′1, 𝑙

′
2, 𝑙2, 𝑙3, where slope of 𝑙′2, defined as 𝑠′2 is

larger than 𝑠′1, the slope of sub-line 𝑙′1. Obviously, we have inequation
𝑠′2 > 𝑠1 > 𝑠′1. According to Lemma 2 and Corollary 1, the total energy
consumption of 𝑙′1 and 𝑙′2 is larger than that of 𝑙1, indicating that curve
𝐿𝐿
𝑜𝑝𝑡 is not the optimal when the slope increases. ■
12
Fig. 13. We assume 𝑙𝑗+1 is a solution of algorithm Offspeeding, which disobeys
Lemma 3. For instance, the slope of line 𝑙𝑗+1 satisfies 𝑠𝑗+1 > 𝑠𝑗 when 𝑇 +

𝑗 = 𝐹 (𝑑𝑗 ).
However, the assumption is incorrect, for 𝑙𝑗+1 is included in set of previous solution
𝑙𝑗 , where 𝑙𝑗+1 ∈ 𝐹𝑡𝑗 (marked in red horizon line), which indicates that 𝑙𝑗+1 is not the
solution of Offspeeding. Thus, solution of Offspeeding must obey Lemma 3.

Appendix C. Proof of Lemma 4

Proof. We prove Lemma 4 by contradiction. Suppose curve 𝑙𝐿𝑜𝑝𝑡 does
not intersect with lower bound 𝐹 (𝑑) and consumes less energy. An
example is given in Fig. 6, in which the accumulation curves 𝑙1, 𝑙2 and
𝑙3 decrease their slopes. Assume the optimal curves 𝑙𝐿𝑜𝑝𝑡 different from
𝑙1, 𝑙2, 𝑙3, e.g., the UAV flies in curves 𝑙′4 and 𝑙′5 that does not intersect
with lower bound 𝐹 (𝑑). Obviously, we can find another existing sub-
line 𝑙′5 between 𝑙′3 and 𝑙′4, whose slope satisfies 𝑠′3 > 𝑠′5 > 𝑠′4, According
to Lemma 2 and Corollary 1, the total energy consumption of 𝑙′3 and
𝑙′4 is larger than that of 𝑙′5, indicating that curve 𝐿𝐿

𝑜𝑝𝑡 is not the optimal
when 𝑙𝐿𝑜𝑝𝑡 does not intersect with lower bound 𝐹 (𝑑).

Appendix D. Proof of Lemma 8

Proof. We assume that there exists more than one solution that satisfies
Lemma 7. Let 𝑙1 and 𝑙2 be two different curves in solution 𝐿, 𝑙1 and 𝑙2
are the same in [0, 𝑎] and [𝑏,𝐷], but different in (𝑎, 𝑏), where:
{

𝑙1(𝑑) = 𝑙2(𝑑) 0 ≤ 𝑑 ≤ 𝑎, 𝑏 ≤ 𝑑 ≤ 𝐷
𝑙1(𝑑) ≠ 𝑙2(𝑑) 𝑎 < 𝑑 < 𝑏

(14)

Without loss of generally, we assume 𝑙1(𝑖) ≤ 𝑙2(𝑖), 𝑖 ∈ (𝑎, 𝑏), thus

𝐹 (𝑖) ≤ 𝑙1(𝑖) < 𝑙2(𝑖) ≤ 𝑇 (𝑖), 𝑖 ∈ (𝑎, 𝑏) (15)

For the assumption, 𝑙1(𝑎) = 𝑙2(𝑎) and 𝑙1(𝑖) > 𝑙2(𝑖) when 𝑖 ∈ (𝑎, 𝑏), and
𝑙1(𝑏) = 𝑙2(𝑏), shown in Fig. 12.

Based on Lemma 4, 𝑙1(𝑖) must intersect with 𝐹 (𝑖) when 𝑖 < 𝑏, for
𝐹 (𝑖) ≤ 𝑙1(𝑖) ≤ 𝑙2(𝑖) ≤ 𝑇 (𝑖), 𝑖 ∈ (𝑎, 𝑏). On the other hand, 𝑙2(𝑖) must
intersect with 𝑇 (𝑖), 𝑖 ∈ (𝑎, 𝑏) based on Lemma 6. To let 𝑙1(𝑏) = 𝑙2(𝑏),
𝑙1(𝑖) must be a convex function and 𝑙2(𝑖) must be a concave function,
which violates Lemma 3 and Lemma 5.

Therefore, it is impossible for 𝑙1 and 𝑙2 to both obey Lemma 7 under
constraints of (14) and (15) , which is contradicted to the assumption,
which proves that solution obeys Lemma 7 must be unique. ■

Appendix E. Proof of Theorem 3

Proof. Lemma 8 proves that if there exists an algorithm that satisfies
Lemmas 3–6, it must be an optimal algorithm for EESS problem.

Thus, this part proves Algorithm Offspeeding satisfies Lemmas 3–6.
For Lemmas 4 and 6, Algorithm Offspeeding results intersect either
with 𝐹 (𝑑) or with 𝑇 (𝑑) (line 7 and line 12 in Offspeeding).
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Fig. 14. We assume 𝑙𝑗+1 is a solution of algorithm Offspeeding, which disobeys
Lemma 5. For instance, the slope of line 𝑙𝑗+1 satisfies 𝑠𝑗+1 < 𝑠𝑗 when 𝑇 +

𝑗 = 𝑇 (𝑏𝑗 ).
However, the assumption is incorrect, for 𝑙𝑗+1 is included in set of previous solution 𝑙𝑗 ,
where 𝑙𝑗+1 ∈ 𝐹𝑓𝑗 (marked in green horizon line), which indicates that 𝑙𝑗+1 is not the
solution of Offspeeding. Thus, solution of Offspeeding must obey Lemma 5.

For Lemma 3, we assume a counter-example that Offspeeding inter-
sects 𝐹 (𝑑) in iteration 𝑗, and the slope of next iteration satisfies 𝑠𝑗+1 > 𝑠𝑗
(shown in Fig. 13) . In this scenario, the new solution 𝐿𝑗+1 will be
included in previous upper bound area 𝐹𝑡𝑗 (Marked as red line), for
slope of 𝐿𝑗+1 is 𝑠𝑗+1 and satisfies 𝑠𝑗+1 > 𝑠𝑗 , which is incorrect. Thus,
this scenario is impossible, and Algorithm Offspeeding obeys Lemma 3.

For Lemma 5, we also assume a counter-example that Offspeeding
intersects with 𝑇 (𝑑) in iteration 𝑗, and the slope of next iteration
satisfies 𝑠𝑗+1 < 𝑠𝑗 (shown in Fig. 14). In this scenario, the new solution
𝐿𝑗+1 will be included in previous upper bound area 𝐹𝑓𝑗 (Marked as red
line), for slope of 𝐿𝑗+1 is 𝑠𝑗+1 and satisfies 𝑠𝑗+1 < 𝑠𝑗 , which is incorrect.
Thus, this scenario is impossible, and Offspeeding obeys Lemma 5.

Overall, Offspeeding obeys Lemmas 3–6, thus it must be the optimal
algorithm.

In each iteration of algorithm Offspeeding, we attempt to find the
longest feasible sub-line starting from the origin point, and the destina-
tion of this sub-line is the start point of the next iteration. Then, for the
worst case, the UAV starts from the origin point and unfortunately tests
all the other points before finding the suitable sub-line, i.e., the nearby
point from the origin point. Under this circumstance, total number of
iterations should be (2𝑚−1)+(2𝑚−2)+⋯+1, which is 2𝑚2−𝑚. Therefore,
the complexity of algorithm Offspeeding is 𝑂(𝑚2). ■

Appendix F. Minimum-propulsion-power speed of UAV

Proof. Denote 𝑣∗ as the UAV’s minimum-propulsion-power flight
speed. Based on Eq. (1), power consumption of UAV is:

𝑝(𝑣) = 𝑐1 ∗ 𝑣3 + 𝑐2
𝑣

Since Appendix A has proved the equation to be convex, the deriva-
tion of equation is:

𝑝′(𝑣) = (3𝑐1 ∗ 𝑣2 − 𝑐2
𝑣2
)

Let 𝑝′(𝑣) = 0, then the optimal flight speed 𝑣∗ is:

𝑣∗ = 4
√

𝑐2
3𝑐1

■
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