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N etwork latency for a packet is defined as 
the transmission duration from its sender 
to its receiver. It has a tremendous impact 

on Internet applications and services, such as 
Web search, social networks, and the emerging 
network-based applications in industry, econom-
ics, and healthcare. Network latency affects user 
experience, providers’ revenue, and the quality 
of service; yet the Transmission Control Protocol 
(TCP), as the core networking protocol, has been 
optimized primarily for reliable packet delivery 
rather than timely packet delivery. Therefore, 
reducing network latency for TCP-based time-
sensitive applications has been quite challenging.

The Industrial Internet (see www.iiconsortium.org)  
is an example that illustrates the challenge of low 
latency. The Industrial Internet is a highly coop-
erative global network, which connects machines, 
an environment, and humans together for smart 
manufacturing. As Figure 1 shows, control systems 
heavily rely on low-latency networks for support-
ing machine–machine communications, massive 
sensor data transfer, and real-time decision delivery,  
where latency below tens or hundreds of millisec-
onds is required by systems in order to support fast 
control.1 With respect to most applications in the 
Industrial Internet, TCP has been the most widely 
adopted protocol for their enhanced reliability, 
while unexpectedly long latencies — which might 
be 10 times larger than the required latency —  
also might occur under certain scenarios.

The Internet Engineering Task Force (IETF) has 
made great strides on standards for low-latency 
networking in the last two decades. For exam-
ple, the Real-Time Protocol (RTP) and Real-Time 
Streaming Protocol (RTSP) were proposed for mul-
timedia applications (such as video and voice over 
IP), and the DiffServ protocol was designed for 
reducing TCP’s latency by prioritizing TCP flows. 
However, these standards might not be applied 
readily to reduce the latencies for all TCP-based 
applications. On the one hand, the application-
layer protocols, such as RTP, were designed for 
specific applications and could hardly be adopted 
to general scenarios. On the other hand, the proto-
cols designed for the more general scenarios, such 
as DiffServ, sacrifice the latency of low-priority 
TCP flows and might not work well if most TCP 
flows have stringent latency requirements.

In recent years, the standards designed for low-
latency TCP have garnered much attention from the 
networking research community. As recommended 
by the IETF, Explicit Congestion Notification (ECN)2 
— an extension to TCP/IP that will help realize low-
latency TCP — should be widely deployed across the 
Internet. By applying ECN and its extensions, it’s 
possible to (nearly) eliminate packet loss, shorten 
the buildup of queues in routers/switches, and 
design fine-grained TCP congestion control mecha-
nisms. Such optimizations could greatly benefit 
TCP-based applications in terms of latency reduc-
tion and throughput improvement.
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Related Internet RFCs

Recently, the IETF has proposed a series of Explicit Congestion 
Notification (ECN)-related RFCs and Internet drafts (I-Ds), and 
recommends widely deploying Active Queue Management (AQM) 
and ECN to improve the performance of today’s Internet. In Table 
A, we list the latest RFCs and Internet drafts of AQM, ECN, and 
improved ECN, which were published in the last two years.

RFC/I-D for AQM. The IETF published RFC 7567 in 2015, 
which presents a strong recommendation for testing, standard-
ization, and widespread deployment of AQM.1 The IETF also 
published RFC 7928, which contains the guidelines to help quan-
tify performance of AQM policies in terms of latency reduction, 
throughput maximization, and the tradeoff between these two.2

RFC/I-D for ECN. Because ECN is rarely deployed in the 
current Internet, the IETF recommends enabling ECN in the 
AQM routers and switches. A recent Internet draft lists the 
benefits of using ECN, which include not only the reductions in 
packet loss and latency, but also the improvement in throughput 
and reliability.3 The IETF community also shows the necessity 
and feasibility of extending the applications of ECN, and pro-
posed the Internet drafts to enable ECN in TCP control pack-
ets4 and IP tunnel packets.5

RFC/I-D for Improved ECN. The IETF is working on 
novel transport mechanisms by improving ECN. The improved 
ECN redefines the responses to the reception of the ECN-
Echo (ECE) flag for better congestion control,7 which allows 
senders to infer the congestion condition more accurately6 and 
reduce the congestion window more smoothly.8,9 Data Center  
TCP (DCTCP)9 and the Low-Latency, Low-Loss, and Scalable  
Throughput (L4S) framework,10 as the applications of the 
improved ECN, are being standardized by the IETF.
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Table A. Explicit Congestion Notification (ECN)-related IETF RFCs and Internet drafts since 2015.

Topic
RFC and Internet drafts  
(since 2015) Description RFC category

Active Queue  

Management (AQM)

RFC 75671 IETF recommendations regarding AQM Best current practice

RFC 79282 Characterization guidelines for AQM Informational

ECN

draft-ietf-aqm-ecn-benefits3 Benefits of ECN Informational

draft-bagnulo-tsvwg-generalized-ecn4 ECN for TCP control packets Informational

draft-ietf-tsvwg-ecn-encap-guidelines5 ECN for protocols that encapsulate IP Best current practice

Improved ECN

RFC 75606 Requirements of more accurate ECN feedbacks Informational

draft-khademi-tsvwg-ecn-response7 Updates of ECN congestion control response Standards track

draft-khademi-alternativebackoff-ecn8 TCP alternative backoff with ECN Experimental

draft-ietf-tcpm-dctcp9 Data Center TCP Informational

draft-briscoe-tsvwg-aqm-tcpm- 

rmcat-l4s-problem10
Problem statement of the Low-Latency, Low-Loss, 

and Scalable Throughput (L4S) framework

Informational

draft-briscoe-aqm-dualq-coupled11 DualQ coupled AQM for L4S Standards track

draft-briscoe-tsvwg-ecn-l4s-id12 Identifier of DCTCP-like flow for L4S Experimental
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With this in mind, here we present 
a short survey on ECN-based solutions 
standardized by the IETF for low-
latency TCP. By analyzing the causes 
of TCP packets’ latencies, we show how 
ECN and its extensions would signifi-
cantly reduce such latencies. We also 
present the recent ECN-related RFCs and 
Internet drafts on this topic. In addition, 
we elaborate our suggestions to improve 
the ECN-based low-latency TCP.

Causes of TCP’s Latency
The latency of a TCP packet stems from 
three main sources: distance, queu-
ing, and packet loss (see Figure 2). We 
should note that the terms delay and 
latency will be used interchangeably in 
the following sections.

Distance
Distance causes propagation delay, 
which is the amount of time it takes 
for the bits to travel from the sender 
to the receiver over the transport 
medium. The typical inter-country 
propagation delay can be around 
100 milliseconds. As it’s only deter-
mined by distance and propagation 
speed, the propagation delay is stable, 
predicable, and inevitable, and can be 
reduced by shortening the distance 
between the sender and receiver.

Queuing
A router/switch causes queuing delay, 
which is the time a packet is waiting in 
the queue until it can be handled. Queu-
ing is normal in a packet-switched net-
work and is often necessary to absorb 
surges of bursty traffic and reshape 
the traffic patterns. However, it leads 
to unwanted delay in the meantime. 
The queuing delay in a path contain-
ing tens of routers/switches typically 
varies from a few milliseconds to hun-
dreds of milliseconds.

Packet Loss
A packet loss can trigger the expiration 
of its associated retransmission timeout 
or activation of the fast-retransmission  
of TCP. Both would cause a delay, namely  

Figure 1. Time-sensitive applications in the Industrial Internet. The control 
systems require tens or hundreds of milliseconds of latency for fast control, but 
TCP’s latency can be up to several seconds.
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retransmission delay, to recover the lost 
packet. According to the default value of 
retransmission timeout, the retransmis-
sion delay can be more than 200 hun-
dred milliseconds.

Packet loss also causes reordering 
delay, which is the time TCP uses to 
enhance in-order delivery. When a 
packet is lost and then retransmitted, 
its subsequent packets may arrive at 
the receiver earlier, which breaks the 
order of packets. For in-order delivery, 
TCP requires these subsequent packets 
to stay in the system buffer until the 
delayed packet has been received.

Unlike the propagation delay, 
the latencies caused by queuing and 
packet loss can be unexpectedly long, 
and might be tens or hundreds of times 
larger than the propagation delay, espe-
cially when the network is congested. 
Nevertheless, the latter latencies can be 
(nearly) avoided by reducing the pos-
sibility of queuing and packet loss.

Explicit Congestion 
Notification
Explicit Congestion Notification (ECN;  
RFC 3168)2 is one of the feasible solu-
tions to reduce the latency of TCP. The 
conventional TCP/IP networks usu-
ally have high latency, since they notify 
network congestion by dropping 
packets, where packet loss is inevi-
table. ECN is an extension to TCP/IP,  
which allows end-to-end notification 
of network congestion without drop-
ping packets.

The ECN-capable networks notify 
network congestion by setting marks in 
the TCP/IP headers of packets. Figure 3  
shows the definition of the ECN field 
in the IP and TCP headers. In the IP 
header, two bits of the DiffServ field 
are used to encode four code points 
for three situations: Non-ECN-Capable 
Transport, or Non-ECT; ECN-Capable 
Transport, or ECT(0) and ECT(1); and 
Congestion Encountered (CE). In the 
TCP header, two one-bit ECN flags are 
defined. The bits, namely ECN-Echo 
(ECE) and Congestion Window Reduced 
(CWR), are used to echo back the con-

gestion indication and to acknowledge 
that the congestion-indication echoes 
are received, respectively.

The ECN-capable networks use 
Active Queue Management (AQM, 
RFC 2309)3 to decide whether and 
when to set the ECN marks. By work-
ing together with AQM, the ECN-
capable networks can largely reduce 
the possibility of queuing and packet 
loss, so the TCP latency is reduced 
accordingly. Next, we show how to 
achieve low latency by using ECN and 
AQM in detail.

Achieving Low Latency  
by ECN
We first briefly introduce AQM, and 
then show how to achieve low latency 
by using ECN. AQM provides a gen-
eral framework to signal the conges-
tion information to TCP before the 
buffer of the router or switch is actu-
ally full. RFC 2309 describes a specific 
AQM algorithm, Random Early Detec-
tion (RED), and recommends using it 
as the default AQM algorithm in rout-
ers/switches. Specifically, when RED 
is deployed, the routers and switches 
will set thresholds and randomly drop 

(or mark) the packets in the queue as a 
signal of congestion for TCP when the 
queue length exceeds the thresholds, 
so the sender can slow down the send-
ing rate before the congestion becomes 
more severe. As a result, AQM adeptly 
controls the queue length.

Combining with AQM, ECN allows 
TCP/IP networks to avoid congestion 
without incurring packet loss. Instead 
of dropping packets, the router/switch 
changes the codepoint in the IP header 
to CE when congestion is detected. 
Upon receipt of a packet marked with 
CE, the receiver sets the ECE flag in 
the following ACKs to signal the con-
gestion. When the sender receives an 
ACK with an ECE flag, it knows that a 
congestion is occurring on the path, 
and then slows down the packet-send-
ing rate to avoid further congestion. 
After the sending rate is adjusted, 
the sender sets the CWR flags in the 
sent packets to notify the receiver to 
clear the ECE flags. This procedure 
eliminates the time for recovering lost 
packets, so in effect, it largely reduces 
the latency of TCP packet.

However, the ECN-based transport 
mechanisms defined in RFC 3168 can’t 

Figure 3. Definitions of Explicit Congestion Notification (ECN) in IP and TCP 
headers. (a) ECN in IP header and (b) ECN in TCP header. IHL = Internet 
Header Length, and TTL = Time to Live.
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achieve low latency and high through-
put simultaneously. This is because 
ECN must work together with an AQM 
algorithm, but the default AQM algo-
rithm — that is, RED — is sensitive to 
its parameters and is hard to config-
ure. If the parameters are set incor-
rectly, the throughput would decrease 
significantly. Moreover, no matter  
how good the AQM, the big saw-
toothing rate of TCP will either cause 
queuing delay to vary or cause the link 

to be underutilized. For these pur-
poses, standardizing novel transport 
mechanisms is necessary to address 
this problem.

Achieving Ultra-Low Latency 
and High Throughput by 
Improved ECN
In recent years, transport mecha-
nisms with lower latency and higher 
throughput have attracted the net-
work community’s attention. These 

mechanisms are critical for the future 
Internet, where network traffic across 
multiple data centers for real-time 
data analytics is expected to con-
stitute a major portion of Internet 
traffic.

To meet such demand, ECN has 
been extended and improved, which 
provides opportunities for designing 
novel TCP mechanisms to support 
the future Internet. Some of the novel 
TCP mechanisms were originally 

Figure 4. Overview of Data Center TCP (DCTCP). (a) Key designs of DCTCP and (b) key differences between DCTCP 
and the classic ECN scheme. CE = Congestion Encountered and ECT = ECN-Capable Transport.
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designed and evaluated for applica-
tions deployed inside data centers. 
Because of their effectiveness, the 
IETF community standardizes these 
novel TCP mechanisms and extends 
them to support scenarios outside 
data centers.

Inside Data Centers
Data Center TCP (DCTCP) is one rep-
resentative of the state-of-the-art 
congestion control mechanisms based 
on the improved ECN. It was origi-
nally published in 2010,4 and is being 
standardized by the IETF TCP Mainte-
nance and Minor Extensions (TCPM) 
working group.5 DCTCP accurately 
infers network congestion by using 
the information presented in the 
sequence of ECN flags, and reacts to 
congestion in proportion to the extent 
of congestion. Figure 4 shows the key 
designs of DCTCP, which contain 
three main components on the sides 
of the switch, receiver, and sender, 
respectively.

For a switch. The AQM algorithm 
of DCTCP is extremely simple, and 
there’s only one parameter to be set: 
the queue length threshold K. When-
ever a packet arrives at the queue, 
its CE flag is set if the current queue 
length exceeds K; otherwise, the CE 
flag is unset. This scheme is a simpli-
fied variant of the RED algorithm and 
thus it’s already widely supported by 
modern switches. As opposed to RED, 
whose parameters are hard to be set 
correctly, the parameter of DCTCP’s 
AQM algorithm are configured easily.

For a receiver. When a packet with 
the CE flag arrives at the receiver, the 
receiver acknowledges this packet by 
setting the ECE flag in the correspond-
ing ACK, whereas for packets without CE 
flags, the ECE flags won’t be set in the 
ACKs. This is different from the actions 
defined by RFC 3168, which requires the 
receiver to keep setting ECE flags in all 
subsequent ACKs until the packets with 
CWR flags have been received.

For a sender. After having received 
all the ACKs of the last congestion 
window, the sender computes the por-
tion of the ACKs that have ECE flags 
and uses the portion to estimate the 
extent of congestion (denoted by α). 
Then, DCTCP updates the congestion 
window (cwnd) by the updating func-
tion: cwnd = cwnd ∗ (1 – α/2).

Different from the legacy TCP that 
halves the congestion window on 
receipt of ECE flags, DCTCP sets the 
reduction of cwnd proportional to α, 
which is smoother. In heavily congested 
networks, the value of α increases to 1 
and the reduction of cwnd is the same 
as the legacy TCP; while in slightly con-
gested networks, the value of α is close 
to zero and cwnd is reduced slightly.

DCTCP is more effective than 
the legacy TCP in terms of reducing 
queue length and improving through-
put. The legacy TCP has a big saw-
tooth pattern, where the sending rate 
is halved periodically due to the sig-
nals of congestion. To achieve high 
throughput, it requires the thresh-
old of AQM to be large enough. As 
a result, the legacy TCP will either 
cause queuing delay to vary or cause 
the link to be underutilized. Differ-
ent from the legacy TCP, DCTCP has a 
smaller saw-tooth pattern because the 
sending rate only decreases slightly 

when the incipient congestion occurs. 
A small AQM threshold is enough for 
DCTCP to achieve high throughput, 
so DCTCP is able to achieve ultra-low 
latency. Figure 5 compares DCTCP 
with the legacy TCP in terms of queue 
length and throughput, where DCTCP 
achieves short queue length and high 
throughput simultaneously.

Outside Data Centers
When deploying DCTCP outside data 
centers, it’s important to ensure that 
DCTCP is safe for the public envi-
ronment. For example, when DCTCP 
flows and legacy TCP flows coexist, 
the flow-rate control of DCTCP can 
be much more aggressive than that of 
the legacy TCP because DCTCP doesn’t 
halve the sending rate on congestion. 
This could result in a scenario where 
the DCTCP flows use up all the avail-
able bandwidth and starve the legacy 
TCP flows. To address this issue, the 
IETF community is currently work-
ing on a framework, namely the 
Low-Latency, Low-Loss, and Scalable 
Throughput (L4S) Internet service, to 
support a set of DCTCP-like conges-
tion control mechanisms outside data 
centers.

The core of the L4S framework 
is the DualQ Coupled AQM algo-
rithm (DualQ for short).7 In general, 

Figure 5. Comparing DCTCP with legacy TCP in terms of queue length 
and throughput.6 DCTCP achieves a higher throughput than the legacy 
TCP when they’re using the same Active Queue Management (AQM) 
thresholds.
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DualQ arranges incoming flows 
into two separate queues — that is, 
a queue for DCTCP-like flows and a 
queue for classic flows (for exam-
ple, TCP Reno/Cubic) that are man-
aged by the DCTCP AQM algorithm  
and the traditional AQM algorithms 
(such as RED), respectively.

As Figure 6 shows, the design of 
DualQ contains two main compo-
nents: a classifier and a scheduler. 
The classifier puts a packet into the 
queue for DCTCP flows if its ECT(1) 
or CE flag is marked,8 while all other 
packets are put into the queue for 
classic flows. ECT(1) is recommended 
by L4S to be used as an identifier for 
DCTCP-like packets, and ECT(0) is 
(already) recommended by RFC 3168 
to be used as an identifier for the 
classic ECN used by the legacy TCP. 
The scheduler grants higher priority 
to the queue for DCTCP-like flows 
to ensure that the DCTCP-like flows 
have low latency. In order to make 
a DCTCP-like flow run at roughly 
the same rate as a classic flow, the 
scheduler decides the dropping prob-
ability of the queue for classic flows 
to be proportional to the square of 
the marking probability of the queue 
for DCTCP-like flows. As the mark-
ing probability of DCTCP-like flow is 
much higher than the dropping prob-

ability of classic flow, the DCTCP-like 
flows would use the available band-
width less aggressively, so that the 
fairness between the flows could be 
enhanced.

Our Suggestions
Low-latency TCP based on ECN is an 
effective way to support time-sensi-
tive applications. For times-sensitive 
applications, we suggest using low-
latency TCP instead of UDP in public 
networks. Public networks, as with 
the Industrial Internet, can be het-
erogeneous and dynamic, consist-
ing of wired or wireless devices that 
communicate through local-area or 
wide-area networks. If the applica-
tions are deployed in wide-area or 
wireless networks where packet loss 
isn’t uncommon, tuning and opti-
mizing the UDP-based applications 
for high throughput, high reliabil-
ity, and low latency might be very 
difficult. In such scenarios, the low-
latency TCP based on ECN is an eas-
ier and more reliable solution.

We also suggest that low-latency 
TCP should take wireless networks 
into account. For example, robots 
in the Industrial Internet move fre-
quently and communicate with other 
robots or machines through wireless 
networks. For fast control, robots 

need low-latency wireless networks. 
However, DCTCP might not work well 
in wireless networks, as packet loss 
might occur. If ACKs are lost in wire-
less networks, the DCTCP congestion 
control mechanism might be invalid 
because DCTCP’s performance is 
highly affected by the accuracy of the 
congestion estimation inferred from 
the sequence of ACKs’ ECE flags. For 
these purposes, we recommend the 
extensions of DCTCP be optimized for 
wireless networks.

We’ve discussed the IETF’s efforts 
on standardizing low-latency 

TCP with ECN (see also the related 
sidebar). These efforts include rec-
ommendations on widely deploying 
AQM and ECN, and standardizing 
novel TCP congestion control mech-
anisms. We hope to see these novel 
low-latency TCP mechanisms suc-
cessfully applied to the public Inter-
net, which would largely benefit the 
Industrial Internet and other time-
sensitive Internet applications. 
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